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1 Introduction

This paper explores applications of the infinitary techniques of classical model theory in the context of finite model theory, and thus elaborates on themes explored by [13]. We are grateful for the opportunity to celebrate Jouko’s inclusive vision of logic in this way.

2 Preliminaries

We suppose the reader is familiar with the notion of a relational structure of similarity type $\tau$. By a class of structures, we understand a collection of relational structures of common similarity type which is closed under isomorphism. We use FO to denote the collection of sentences of first-order logic.

Definition 2.1. Let $K$ be a class of structures of similarity type $\tau$ and let $\Gamma$ be a set of first-order sentences.
1. $\text{Th}(K) = \{ \phi \in \text{FO} \mid (\forall A \in K)A \models \phi \}.$
2. $\text{Mod}(\Gamma) = \{ A \mid A \models \Gamma \}.$
3. Let $A$ be a structure of similarity type $\tau$. $A$ is a pseudo-$K$ structure if and only if $A \in (\text{Mod}(\text{Th}(K)) - K)$.

An alternative formulation of Definition 2.13 is: $A$ is a pseudo-$K$ structure if and only if $A \in K$ but for every first order sentence $\phi$, if $A \models \phi$, then for some $B \in K$, $B \models \phi$. Intuitively, a structure $A$ is pseudo-$K$ just in case it is indistinguishable from structures in $K$ by first order sentences.

Let $F_\tau$ be the class of finite structures of similarity type $\tau$. A structure $A$ of similarity type $\tau$ is pseudo-finite if and only if $A$ is pseudo-$F_\tau$. In general, if there is no finite upper bound on the size of structures in $K \subseteq F_\tau$, then a structure $A$ is
pseudo-$K$ just in case $A$ satisfies the limit theory of $K$ ($\text{Th}_{\infty}(K)$) defined as follows.

$$\text{Th}_{\infty}(K) = \{ \varphi \in \text{FO} \mid (\exists n \in \omega)(\forall B \in K)(|B| \geq n \rightarrow B \models \varphi) \}.$$ 

Suppose $F$ is a class of structures, not necessarily finite, and $K \subseteq F$. We say that $K$ is first order definable over $F$ if and only if there is a first order sentence $\varphi$ such that for all $A \in F$, $A \models \varphi$ if and only if $A \in K$.

### 3 An easy inexpressibility result – connectivity

In this section, we give some examples which apply the notion of pseudo-$K$ structure to inexpressibility results in finite model theory. The source of these results is the following simple observation.

**Proposition 3.1.** Let $K \subseteq F$. Suppose there is a structure $A$ of similarity type $\tau$ which is both pseudo-$K$ and pseudo-$(F - K)$. Then $K$ is not first order definable over $F$.

The first example is due to [9].

**Proposition 3.2.** Connectivity is not definable in first order logic over finite simple graphs.

**Proof:** Let $K$ be the class of connected finite simple graphs and let $G$ be the class of all finite simple graphs. By Proposition 3.1, it suffices to exhibit a structure $A$ which is both pseudo-$K$ and pseudo-$(G - K)$. And for this, it suffices to show that there is a structure $A$ which is both pseudo-$C_1$ and pseudo-$C_2$, where $C_1$ is the class of simple cycles and $C_2$ is the class of pairs of disjoint simple cycles. We claim that

3.3. *every 2-regular, acyclic simple graph is both pseudo-$C_1$ and pseudo-$C_2$.*

Let $T$ be the first order theory which specifies that a graph is 2-regular, acyclic and simple. $T$ can be axiomatized by the following infinite set of first order sentences.

1. $(\forall x)\neg Exx \land (\forall x)(\forall y)(Ey \rightarrow Ey)$
2. $(\forall x)(\exists y)(\exists z)(y = z \land (\forall w)(Exw \leftrightarrow (w = y \lor w = z)))$
3. for each $n \geq 3$ the sentence

$$\neg(\exists x_1)\ldots(\exists x_n)(\bigwedge_{1 \leq i < j < n} x_i \neq x_j \land \bigwedge_{1 \leq i < n} Ex_1x_{i+1} \land Ex_nx_1)$$

It is easy to see that every model of $T$ consists of a disjoint union of bi-infinite simple chains. It follows at once that for every $\kappa > \aleph_0$, $T$ is $\kappa$-categorical. Therefore, by the Łos-Vaught Test, $T$ is complete. Note that every finite sub-theory of $T$ has a
model $C$ which consists of a single simple cycle and a model $D$ which consists of a disjoint pair of simple cycles. It follows at once, by the Compactness Theorem, that the same holds for any sentence $\varphi$ which is a consequence of $T$; this establishes 3.3, thereby concluding the proof. □

In the next section, we give a “classical” proof that connectivity is not monadic-$\Sigma^1_1$, as a corollary to the Hanf threshold-locality theorem.

Other investigators have noted the effectiveness of classical model-theoretic techniques in establishing limits on the expressive power of first order logic over finite structures. Antedating the classical proof of [9], [12] showed, using ultraproducts of 2-regular finite graphs, that connectivity is not first-order definable over finite simple graphs; extending this, [13] uses ultraproducts to show that connectivity is not monadic-$\Sigma^1_1$ over finite graphs. [13] also uses ultraproducts to show that even cardinality of finite structure is not first order definable; [11] gives a beautiful proof of this result using initial segments of “non-standard models” of the first order theory of $\langle \omega, < \rangle$. Moreover, [6] used classical model theoretic techniques to derive the 0-1 law for first-order logic with respect to finite graphs with constant edge probability, from which a raft inexpressibility results follows. Very recently, Philip Dittmann has applied ultraproducts to obtain a variety of results in finite model theory, as reported in [2].

4 Locality Theorems

Locality theorems characterize various senses in which properties of a relational structure which are definable in a particular way depend on “local information” about the structure, typically, isomorphism types of neighborhoods in the Gaifman-graph of the structure. The next definition formulates some topological notions requisite for describing locality precisely.

**Definition 4.1.** Let $G$ be a graph, $a, b \in G$ and $r \geq 0$.
1. We write $\delta_G(a, b)$ for the distance between $a$ and $b$ in $G$.
2. $B_r(G, a) = \{c \in G \mid \delta_G(a, c) \leq r\}$, for $r \in \omega$. $B_\infty(G, a) = \bigcup_{r \in \omega} B_r(G, a)$.
3. Let $A$ be a relational structure of similarity type $\tau$. The **Gaifman-graph** of $A$ (denoted $G_A$) is the simple graph whose node set is $A$ and whose edge relation holds between a pair of nodes $a, b$ if there is $R \in \tau$ and tuple $\overline{c} \in R^A$ there are $i, j$ with $c_i = a$ and $c_j = b$.
4. We say a structure $A$ has **bounded degree** if and only if there is a $d \in \omega$ such that for every $a \in A$ the degree of $a$ in $G_A$ is at most $d$; we say $A$ has **finite degree** if and only if for every $a \in A$, the degree of $a$ in $G_A$ is finite.
5. Let \( r \in \omega \) or \( r = \infty \), and let \( \overline{a} \) be an \( n \)-tuple of elements of \( A \).

\[
A'(\overline{a}) = (\langle A | \bigcup_{i \in \omega} B_i(G_A, a_i) \rangle, \overline{a}).
\]

The structure \( A'(\overline{a}) \) is often called the \( r \)-neighborhood of \( \overline{a} \) in \( A \).

Note that for any finite relational signature \( \tau \), there is a first-order formula \( \delta^\tau_r(x, y) \) such that for every \( \tau \)-structure \( A \) and \( a, b \in A \), \( A \models \delta^\tau_r[a, b] \) if and only if the distance between \( a \) and \( b \) in \( G_A \) is at most \( r \). If \( \varphi(x_1, \ldots, x_k) \) is a formula, we write \( \varphi'(x_1, \ldots, x_k) \) for the formula which results from \( \varphi(x_1, \ldots, x_k) \) by relativizing all its quantifiers \( (Qy) \) to the formula \( \delta^\tau_r(x_1, y) \lor \ldots \lor \delta^\tau_r(x_k, y) \). We call such a formula an \( r \)-local formula. If \( \overline{a} \) is a \( k \)-tuple of elements of \( A \), the local type of \( \overline{a} \) in \( A \) is the set of formulas \( \varphi'(\overline{a}) \), for all \( r \in \omega \), such that \( A(\overline{a}) \models \varphi'(\overline{a}) \). An \( n \)-ary \( \tau \)-query is an isomorphism invariant map \( \varphi \) from \( \tau \)-structures \( A \) to \( n \)-ary relations on \( A \); we write \( \varphi[A] \) for the \( \varphi \) image of \( A \).

### 4.1 Gaifman locality

The next definition formulates a first notion of locality.

**Definition 4.2.** Suppose \( \varphi \) is an \( n \)-ary \( \tau \)-query, \( n > 0 \). We say that \( \varphi \) is Gaifman \( r \)-local if and only if for every \( \tau \)-structure \( A \) and \( n \)-tuples \( \overline{a}, \overline{b} \) of elements of \( A \), if \( A'(\overline{a}) \cong A'(\overline{b}) \), then \( \overline{a} \in \varphi[A] \iff \overline{b} \in \varphi[A] \). A query is Gaifman local if and only if it is Gaifman \( r \)-local for some \( r \in \omega \).

**Theorem 4.3.** Every first order definable query is Gaifman local.

**Proof:** Suppose that \( \varphi(\overline{x}) \) is a first order formula defining an \( n \)-ary query on \( \tau \)-structures which is not Gaifman local.

**4.4.** Then for every \( r \in \omega \) there is a \( \tau \)-structure \( A \) and \( \overline{a}, \overline{b} \in A \) such that

1. \( \overline{a} \in \varphi[A] \) and \( \overline{b} \in \varphi[A] \), and
2. \( A'(\overline{a}) \cong A'(\overline{b}) \).

Expand the signature \( \tau \) with \( 2n \) new constants \( \overline{a} \) and \( \overline{b} \) and a unary function symbol \( f \). Choose, for each \( r \in \omega \), a first order formula \( \psi' \) in the expanded signature to uniformly express the condition that \( f \) is an isomorphism from \( A'(\overline{a}) \) onto \( A'(\overline{b}) \). Let \( T = \{ \varphi(\overline{a}), \neg \varphi(\overline{b}) \} \cup \{ \psi' \mid r \in \omega \} \). It follows at once from 4.41 and 2, via the compactness theorem, that \( T \) is satisfiable. Let \( A' \models T \) and let \( A \) be the reduct of \( A' \) to \( \tau \). It follows at once that there is an isomorphism \( g \) mapping \( A^\omega(\overline{a}) \) onto \( A^\omega(\overline{b}) \). We extend \( g \) to an automorphism \( h \) of \( A \) thereby contradicting \( A \models \varphi[\overline{a}] \) and \( A \models \varphi[\overline{b}] \).
For all $a \in A$, if $a/\in A^\omega(\overline{a}) \cup A^\omega(\overline{b})$, we let $h(a) = a$. For all $a \in (A^\omega(\overline{b}) - A^\omega(\overline{a}))$, there is a unique $b \in A^\omega(\overline{a})$ and $m \leq n$ such that $b/\in \text{ran}(g)$ and $g^m(b) = a$. We let $h(a) = b$. It is easy to verify that $h$ so defined is an automorphism.

We make use of the following lemma in our proof of Theorem 4.7.

**Lemma 4.5.** Let $\overline{a}$ and $\overline{b}$ be non-empty tuples of the same local type in $\omega$-saturated models $A$ and $B$ respectively. Then $A^\omega(\overline{a}) \equiv B^\omega(\overline{b})$.

**Proof:** We use the Ehrenfeucht-Fraïssé game to show that $A^\omega(\overline{a}) \equiv B^\omega(\overline{b})$. We proceed by induction on the number of moves. In particular, at the $k$-th round of the game, we maintain the property that $\langle a_1, \ldots, a_k, \overline{a} \rangle$ and $\langle b_1, \ldots, b_k, \overline{b} \rangle$ have the same local type.

**Basis:** For $k = 0$, $\langle \overline{a} \rangle$ and $\langle \overline{b} \rangle$ have the same local type in $A$ and $B$ by hypothesis.

**Induction Step:** By induction hypothesis, $\langle a_1, \ldots, a_{k-1}, \overline{a} \rangle$ and $\langle b_1, \ldots, b_{k-1}, \overline{b} \rangle$ have the same local type $\Lambda(x_1, \ldots, x_{k-1}, \overline{x})$. We will show that the local type $\Lambda'(x_1, \ldots, x_k, \overline{x})$ of every extension in $A^\omega(\overline{a})$ is also realized in $B^\omega(\overline{b})$, and vice versa. Suppose without loss of generality we are given $a_k \in A^\omega(\overline{a})$ (resp. $b_k \in A^\omega(\overline{b})$) such that $A^\omega(\overline{a}) \models \Lambda'[a_1, \ldots, a_k, \overline{a}]$. We want to find $b_k \in B^\omega(\overline{b})$ (resp. $a_k \in A^\omega(\overline{a})$) such that $B^\omega(\overline{b}) \models \Lambda'[b_1, \ldots, b_k, \overline{b}]$. Take any finite collection of local formulas $\Phi \subseteq \Lambda'$. Their conjunction is equivalent to an $r$-local formula $\varphi'(x_1, \ldots, x_k, \overline{x})$ by taking $r$ to be the maximum of the radii in $\Phi$. Let $d$ be the distance from $a_k$ to $\overline{a}$ and observe that $\psi(x_1, \ldots, x_{k-1}, \overline{x}) = (\exists x_k)[\delta^d(\overline{x}, x_k) \land \varphi'(x_1, \ldots, x_k, \overline{x})]$ is $(d + r)$-local by the triangle inequality. So $A^{d+r}(a_1, \ldots, a_{k-1}, \overline{a}) \supseteq A'(a_1, \ldots, a_k, \overline{a}) \models \varphi[a_1, \ldots, a_k, \overline{a}]$ implies $A^{d+r}(a_1, \ldots, a_{k-1}, \overline{a}) \models \psi[a_1, \ldots, a_{k-1}, \overline{a}]$, and hence $\psi \in \Lambda$. This means $B^\omega(\overline{b}) \models \psi[b_1, \ldots, b_{k-1}, \overline{b}]$, and hence there is a $b_k$ of distance $d$ from $\overline{b}$ such that $B'(b_1, \ldots, b_k, \overline{b}) \models \varphi'[b_1, \ldots, b_k, \overline{b}]$, and hence $B^\omega(\overline{b}) \models \varphi'[b_1, \ldots, b_k, \overline{b}]$, which makes $\Lambda'(b_1, \ldots, b_{k-1}, x_k, \overline{b})$ finitely consistent in $B^\omega(\overline{b})$. So by $\omega$-saturation, $\Lambda'$ is realized by a single $b_k$ such that $B^\omega(\overline{b}) \models \Lambda'[b_1, \ldots, b_{k-1}, b_k, \overline{b}]$. But notice that since the distance from $b_k$ to $\overline{b}$ must be $d$, it is in fact in $B^\omega(\overline{b})$. This completes the induction.

To finish the proof, notice that if $\langle a_1, \ldots, a_k, \overline{a} \rangle$ and $\langle b_1, \ldots, b_k, \overline{b} \rangle$ have the same local type, then the radius 1 formulas in that type witness a partial isomorphism. Therefore, $A^\omega(\overline{a}) \equiv B^\omega(\overline{b})$, since we have shown we can play the game between them for any number of moves.

The following definition and theorem are due to [8].

**Definition 4.6.** A basic local sentence is one which says there are $k$ disjoint neighborhoods each satisfying the same local formula:

$$(\exists x_1) \ldots (\exists x_k) \bigwedge \{d(x_i, x_j) > 2r \land \varphi'(x_i) \mid 1 \leq i < j \leq k\}.$$
Theorem 4.7. Every first-order sentence is equivalent to a Boolean combination of basic local sentences.

Proof: By Corollary 1.0.7 of [4], it suffices to show that any two models \( A \) and \( B \) which satisfy the same basic local sentences are elementarily equivalent. This is obvious if one of the models is finite, because a basic local sentence can completely describe any finite model up to isomorphism. In case \( A \) and \( B \) are infinite, we may suppose, without loss of generality, that they are \( \omega \)-saturated, since every structure has an \( \omega \)-saturated elementary extension. If \( A \) has \( k \) distinct isomorphic copies of some component \( C \), choose any element \( a \) in \( C \), and let \( \Sigma \) be the infinite set of formulas which says its \( k \) variables are infinitely far apart and have the same local type as \( a \):

\[
\Sigma(x_1 \ldots x_k) = \{ d(x_i, x_j) > 2r \land \varphi'(x_i) \mid 1 \leq i < j \leq k; A'(a) \models \varphi[a]; 1 \leq r < \infty \}.
\]

The existential closure of every finite subset of \( \Sigma \) is equivalent to a basic local sentence true in \( A \), hence true in \( B \), by hypothesis. So \( \Sigma \) is finitely consistent over \( B \). But since \( B \) is saturated, \( B \) satisfies \( \Sigma \), and therefore has \( k \) elements of the same local type that lie in separate components. By Lemma 4.5, these components in \( B \) are all elementarily equivalent to each other and to the corresponding components in \( A \). Repeating this argument the other way around, from \( B \) to \( A \), we see that each model must have either the same finite number of each component up to elementary equivalence, or an infinite number. Therefore, we can play any finite number of rounds of the Ehrenfeucht-Fraïssé game, and hence \( A \equiv B \). \( \square \)

4.2 Hanf locality

The next definition formulates a second notion of locality.

Definition 4.8. Suppose \( \kappa, \lambda, \) and \( \mu \) are cardinals, \( A \) and \( B \) are \( \tau \)-structures, and \( K \) is a class of \( \tau \)-structures.
1. \( \kappa \sim_{\mu} \lambda \) if and only if \( \kappa = \lambda \) or \( \kappa \geq \mu \) and \( \lambda \geq \mu \).
2. Let \( r \in \omega \) and \( t \in \omega \cup \{ \omega \} \). \( A \) is Hanf threshold \( r, t \)-equivalent to \( B \) (written \( A \approx_{r,t} B \)) if and only if for every pointed \( \tau \)-structure \( C \),

\[
\{|a \in A \mid A'(a) \equiv C\}| \sim_t \{|b \in B \mid B'(b) \equiv C\}.
\]
3. A class of \( \tau \)-structures \( J \) is Hanf \( r, t \)-local on \( K \) if and only if for all \( A, B \in K \), if \( A \approx_{r,t} B \), then \( A \in J \iff B \in J \).
4. A class of \( \tau \)-structures \( J \) is Hanf threshold-local on \( K \) if and only if \( J \) is Hanf \( r, t \)-local on \( K \) for some \( r, t \in \omega \).
In the proof of the next theorem, we use the notion of a model pair, which is extensively used by [3] in similar spirit. Suppose $A$ and $B$ are $\tau$-structures and that $A \cap B = \emptyset$. The model pair $\langle A, B \rangle$ is the $\tau \cup \{P\}$ structure with universe $A \cup B$, where the extension of the unary predicate $P$ is $A$ and the interpretation of all $\tau$ vocabulary is the union of its interpretation of $A$ and $B$. Observe that for every first order $\tau$ sentence $\varphi$, there are $\tau \cup \{P\}$ sentences $\varphi_A$ and $\varphi_B$ such that

\[ \langle A, B \rangle \models \varphi_A \iff A \models \varphi \text{ and } \langle A, B \rangle \models \varphi_B \iff B \models \varphi. \]

The following theorem is due to [7].

**Theorem 4.9.** If $J$ is first order definable and $K$ is a class of structures of bounded degree, then $J$ is Hanf threshold-local on $K$.

**Proof:** Let $J$ be class of $\tau$-structures defined by a first order sentence $\varphi$, let $K$ be a class of $\tau$-structures of degree bounded by $d$, and suppose that $J$ is not Hanf threshold-local on $K$. We formulate a theory $T$ in the language of pairs of $\tau$-structures expanded with a new binary predicate $R$ which describes this situation. Observe that since the structures in $K$ are of uniformly bounded degree, for each $r \in \omega$ there is a first order $\tau \cup \{P\}$ formula $\psi'(x, y)$ such that for all $a \in A$ and $b \in B$,

\[ \langle A, B \rangle \models \psi'[a, b] \iff A^r(a) \cong B^r(b). \]

Let $T$ be the following set of sentences.

1. $\varphi_A \land \neg \varphi_B$
2. the degree of $A$ and of $B$ are bounded by $d$
3. $(\forall x)(\forall y)(R(x, y) \rightarrow \psi'(x, y))$, for every $r \in \omega$
4. $[(\forall x_1 \ldots x_t)(\bigwedge_i P(x_i) \rightarrow (\exists y_1 \ldots y_t)(\bigwedge_i \neg P(y_i) \land \bigwedge_{i,j} (x_i = x_j \rightarrow y_i = y_j) \land \bigwedge_i R(x_i, y_i)))] \land$
   $[(\forall x_1 \ldots x_t)(\bigwedge_i \neg P(x_i) \rightarrow (\exists y_1 \ldots y_t)(\bigwedge_i P(y_i) \land \bigwedge_{i,j} (x_i = x_j \rightarrow y_i = y_j) \land \bigwedge_i R(y_i, x_i)))]$, for every $t \in \omega$

It follows at once from our hypotheses, via the compactness and Löwenheim-Skolem theorems, that $T$ is satisfiable in a countable model pair $\langle A, B \rangle$ expanded by an interpretation $F$ of $R$ which is a bijection of $A$ onto $B$ with the property that

**4.10.** for all $a \in A$ and for all $r \in \omega$,

\[ A^r(a) \cong B^r(F(a)). \]

Since $A$ is of bounded degree, for each $r \in \omega$, $A^r(a)$ is finite, hence there are only finitely many isomorphisms from $A^r(a)$ onto $B^r(F(a))$. Observe that the set of all isomorphisms from $A^r(a)$ onto $B^r(F(a))$ for all $r \in \omega$ forms a finitely branching
tree under inclusion, hence, by the König Infinity Lemma, this tree has an infinite
path which represents an isomorphism from $A^\omega(a)$ onto $B^\omega(F(a))$. Thus, $F$ is an
isomorphism preserving bijection between the pointed components of $A$ and $B$.
We say a component $C$ of $A$ has finite character if for some $a \in C$, there are only
finitely many $b \in C$ such that $A^\omega(a) \cong A^\omega(b)$, and similarly for components of $B$.
It is easy to see that $F$ induces a bijection between the components of $A$ and $B$ of
finite character. By compactness, we may take countable elementary extensions
$A'$ of $A$ and $B'$ of $B$ such that every component of $A'$ which is not of finite character
occurs infinitely often in $A'$, up to isomorphism, and similarly for $B'$. It follows at
once that $A' \cong B'$, which contradicts $A' \models \varphi$ and $B' \models \varphi$. □

As a corollary to Theorem 4.9, we show that connectivity is not mon-$\Sigma_1^1$ definable over the class of finite simple graphs, a result first established by [5]; our proof is an “infinitary” version of an argument presented in [7]. (A formula of second order logic is mon-$\Sigma_1^1$ if and only if it is of the form $(\exists P)\varphi$, where $P$ is a sequence of unary predicate variables and $\varphi$ is a first order formula.)

**Theorem 4.11.** Connectivity is not mon-$\Sigma_1^1$ definable over the class of finite simple graphs.

*Proof:* Suppose that

4.12. the mon-$\Sigma_1^1$ sentence $(\exists P)\varphi(P)$ defines connectivity over the class of finite simple graphs.

Let $K_1$ be the class of finite $P$-colored simple cycles which satisfy $\varphi(P)$ and let
$K_2$ be the class of pairs of all finite $P$-colored simple cycles (a $P$-colored simple
graph has, in addition to a loop-free undirected edge relation, interpretations of
the unary predicates in $P$ – we shorten “$P$-colored” to “colored” for the remain-
der). By Theorem 4.9, it follows from 4.12 that for some $r_0$ and $t_0$, if $D \approx_{r_0,t_0} C$ for
some $C \in K_1$, then $D \in K_1$, for all finite colored simple graphs $D$. It is easy to see
that

4.13. for every $r$, $t$, and $d$, there is a first-order sentence characterizing graphs of
degree at most $d$ up to $\approx_{r,t}$.

Therefore, in order to derive a contradiction from 4.12, it suffices to show that

4.14. for every $A$, if $A$ is pseudo-$K_1$, then $A$ is pseudo-$K_2$.

In order to verify 4.14, suppose that $A$ is pseudo-$K_1$; by the Löwenheim-Skolem
Theorem, we may suppose, without loss of generality, that $|A| > (2^{N_0})^+$. It is easy to
see that in this case $A$ consists of a collection of colored bi-infinite simple chains.
Moreover, it follows from 4.13 and the fact that $A$ is pseudo-$K_1$ that for every $r$, $t$,
there is a colored simple cycle $C_{r,t}$ with $A \approx_{r,t} C_{r,t}$. To complete the verification of 4.14, it therefore suffices to show that there is a colored simple cycle $D$ such that

4.15. $C_{r,t} \oplus D \approx_{r,t} A$.

Since $|A| > (2^{\aleph_0})^+$, it follows at once that there is a colored bi-infinite chain $B \subseteq A$ which occurs infinitely often up to isomorphism in $A$. It is easy to see, by the pigeon-hole principle, that there is a $2r + 1$-neighborhood $N$ in $B$ which occurs infinitely often up to isomorphism. Let $N_1$ and $N_2$ be disjoint copies of $N$ occurring in $B$. It follows at once that every $r$-neighborhood occurring between them in $B$ occurs infinitely often in $A$ up to isomorphism. Let $D$ be the colored cycle formed by snipping $B$ at the midpoints of $N_1$ and $N_2$ and identifying the endpoints of the resulting finite simple chain. It is easy to see that this choice of $D$ satisfies 4.15. □

5 Ultraproducts and directed reachability

In this section we present Henry Towsner’s proof of the following result which was established by Miklos Ajtai and Ronald Fagin (see [1]).

Theorem 5.1. Reachability is not mon-$\Sigma^1_1$ definable over the class of finite directed graphs.

Proof: We are considering models of the language $\Rightarrow$ (a binary, asymmetric, irreflexive relation), $=$, and two constant symbols $s, t$, possibly augmented by finitely many unary predicate symbols. We write $u \leftrightarrow v$ for $(u \Rightarrow v) \lor (v \Rightarrow u)$. Suppose that

5.2. the mon-$\Sigma^1_1$ sentence $(\exists P_1) \ldots (\exists P_n) \varphi(P_1, \ldots, P_n)$ defines $s, t$-connectivity over the class of finite directed graphs.

We derive a contradiction to 5.2 via the following lemmas. The use of the ultra-product construction obviates the need for any game argument. On a finite structure $(X_n, \Rightarrow_n)$, there is a canonical choice of measure, the normalized counting measure $\mu_n(S) = \frac{|S|}{|X_n|}$. On an ultraproduct of finite structures, as in Lemma 5.3, $\mu$ denotes the Loeb-measure, which canonically lifts the normalized counting measure on the finite structures $X_n$ to a measure on the $\sigma$-algebra generated by the internal subsets of their ultraproduct $\mathcal{X}$ (see [10]).

Lemma 5.3. There exists a sequence of models $X_i = (X_i, \Rightarrow_i)$ with $|X_i| \to \infty$ such that $s, t$ are connected in each $X_i$, and in any ultraproduct (by a nontrivial ultrafilter) $\mathcal{X}$,
for $\mu$-almost every $u$, the $\Leftrightarrow$-connected component of $u$ is a tree (i.e. has no loops),
- if $A \subseteq X$ is internal with $\mu(A) > 0$ then for almost every $u \in X$, there are infinitely many $b \in A$ with $u \Leftrightarrow b$.

Proof: The construction of the models $(X_i, \Rightarrow_i)$ is essentially the one in Proposition 8.3 of [1]. Suppose that, in $X$, the set $L$ of $u$ such that the $\Leftrightarrow$-connected component of $u$ contains a loop has measure $\epsilon > 0$. Observe that $L = \bigcup_d L_d$ where $L_d$ is the set of $u$ such that there is a loop in the ball of radius $d$ around $u$ (where distance is $\Leftrightarrow$-distance). So if $\mu(L) > 0$ then there is some $d$ with $\mu(L_d) > 0$. The set $L_d$ is definable, so $L_d = \langle L_{d,i} \rangle$ where $L_{d,i}$ is the set of $u \in X_i$ such that there is a loop in the ball of radius $d$ around $u$. Therefore there are infinitely many $i$ such that $\mu_i(L_{d,i}) > 0$.

Write $\#(A, u) = |\{b \in A \mid u \Leftrightarrow b\}|$ if this is finite and $\#(A, u) = \infty$ otherwise. Let $A = \langle A_i \rangle$ be internal. Suppose that $\mu(A) > 0$ and the set of $u$ with $\#(A, u) < \infty$ has positive measure. Then for some $d$, the set of $u$ with $\#(A, u) < d$ has positive measure. Then there must be infinitely many $i$ where the set of $u$ with $\#(A_i, u) < \infty$ has positive measure.

So it suffices to arrange for the sequence of models $X_i$ to have the following properties:
- for every $d$ and every $\epsilon > 0$ there is an $i$ such that for all $j \geq i$, $\mu_j(L_{d,j}) < \epsilon$, and
- for every $d$ and every $\epsilon > 0$ there is an $n$ such that for all $j \geq i$ and every set $A \subseteq X_j$ with $\mu_j(A) \geq \epsilon$, the set of $u$ with $\#(A, u) < d$ has $\mu_j$-measure $< \epsilon$.

The models $(X_i, \Rightarrow_i)$ will have the following form: $X_i = [1, i]$, $s^{X_i} = 1$, $t^{X_i} = i$, for all $a < i, a \Rightarrow_i a + 1$, and in addition we select a small set of pairs $a < b$ so that $b \Rightarrow_i a$. The only discretion we have is in choosing the set of “backwards” arrows.

Consider the random process where for each pair $a < b$, we decide whether $b \Rightarrow_i a$ holds randomly with probability $p(i) = \ln i/i$, with each pair determined independently. (As in [1], what really matters is that $p(i)$ grows faster than $k/i$ for all $k$ and slower than $i^{s}/i$ for all $s > 0$.) We show that the properties we want hold with high probability, and so certainly at least one model with the desired properties exists.

We recall, for repeated use, the Chernoff bound. Suppose $Y$ is a Bernoulli random variable—that is, $Y = \sum_{i=m}^n Y_i$ where each $Y_i \in \{0, 1\}$ is chosen randomly and independently with the probability $\mathbb{P}[Y_i = 1] = p$. Then the expected value of $Y$ is $\mu = mp$ and for any $y \geq 0$,

$$\mathbb{P}[Y > (1 + y)\mu] \leq e^{-y^2\mu/(2+y)}, \quad \mathbb{P}[Y < (1 - y)\mu] \leq e^{-y^2\mu/(2+y)}.$$
Let us write \( B_r(u) \) for the ball of radius \( r \) around \( u \). Observe that \(|B_1(u)| = Y + 3\) (or \( Y + 2 \) if \( u \) is an endpoint) where \( Y \) is a Bernoulli random variable with mean \( \ln n \), and so for a given \( u \), the probability that \(|B_1(u)| \geq 4 \ln i = (1 + 3) \ln i \) is bounded by \( e^{-9 \ln i / 5} = i^{-9/5} \). Therefore, the probability that some \( u \) has \(|B_1(u)| \geq 4 \ln i \) is bounded by \( i^{-4/5} \), and in particular goes to 0 as \( i \to \infty \). It follows that whenever \( r \ll i \), with high probability for every \( u \), \(|B_r(u)| \leq i^k i \) for some constant \( k \) depending only on \( r \).

We show that, with high probability, there are few cycles. Specifically, for fixed \( r, d, \varepsilon > 0 \), we show that as \( i \) goes to \( \infty \), with high probability the set of \( v \) such that \( B_r(v) \) contains a loop of length \( \leq d \) has density \( < \varepsilon \). Consider the following method for generating \( \Rightarrow_i \). We first define a relation \( \Rightarrow_i' \). We have \( a \Rightarrow_i' a + 1 \) for all \( a \), and we place the pairs \( (b, a) \) in an arbitrary order, and successively decide in this order whether \( b \Rightarrow_i' a \) will hold with probability \( p(i) \), except that if \( b \Rightarrow_i' a \) would create a loop of length \( \leq d \), we do not include an edge. We then extend \( \Rightarrow_i' \) to \( \Rightarrow_i \) by deciding, for each pair we skipped in the creation of \( \Rightarrow_i' \), whether \( \Rightarrow_i \) should hold between this pair. This is equivalent to the original method for generating \( \Rightarrow_i \) (we are making the same choices with the same probability, and the choices are independent; the only difference is the order in which we make the choices). Further, \( \Rightarrow_i \) has a loop of length \( \leq d \) exactly if we add an edge in the second stage. By taking \( i \) big enough, with high probability we have \(|B_d(u)| \leq \ln^k i \) for all \( u \). Therefore, for each \( u \), we consider at most \( i \ln^k i \) possible edges, so there are \( i \ln^k i \) possible edges added in the second stage, each with probability \( \ln i / i \). The number of edges added is a Bernoulli random variable, and by the Chernoff bound again, when \( i \) is large, the probability is close to 1 that we add fewer than \( 4 \ln^{k+1} i \) edges. Every loop in the graph contains one of these edges; for each of these edges, taking \( u \) to be an arbitrary endpoint, \(|B_r(u)| \leq \ln^k i \). Since \( B_r(v) \) contains a loop of length \( \leq d \) iff \( v \in B_r(u) \) where \( u \) is one of the chosen endpoints, there are at most \( 4 \ln^{k+1}(k+1) i \) vertices \( v \) such that \( B_r(v) \) contains a loop of length \( \leq d \).

Now suppose we fix a set \( A \subseteq X_i \) with \(|A| \geq \varepsilon i \) and fix some \( u \) and then generate \( \Rightarrow_i \). Then \( \#(A, u) \) is a binomial random variable with expected value \( \varepsilon \ln i \), so letting \( i \) be large enough so that \( \varepsilon \ln i \geq 2d \),

\[
\mathbb{P}(\#(A, u) \leq d) \leq e^{-3\varepsilon \ln i / 8}.
\]

Let \( \delta = e^{-3\varepsilon \ln i / 8} \); observe that \( \delta \to 0 \) as \( i \to \infty \). For any fixed set \( B \) with \(|B| \geq \varepsilon i \), the probability that for every \( u \in B \), \( \#(A, u) \leq d \) is bounded by \( \delta^{|B|} \leq \delta^{|B|} \). There are \( 2^i \) choices for \( A \) and \( 2^i \) possible choices for a set \( B \), so the probability that there is any \( A \) and \( B \) with both \(|A| \geq \varepsilon i \), \(|B| \geq \varepsilon i \), and for every \( u \in B \), \( \#(A, u) \leq d \), is bounded by \( 2^i \delta^{|B|} \leq e^{-\varepsilon i \ln 4 + \varepsilon \ln \delta} \). By taking \( i \) sufficiently large, and so \( \delta \) sufficiently small, we may ensure that this probability approaches 0. Therefore, with high probability, for every set \( A \) with \(|A| \geq \varepsilon i \), \(|\{u \mid \#(A, u)\}| < \varepsilon i \).
We may make the following simple observation:

**Lemma 5.4.** Every $\iff$-connected component has measure 0.

**Proof:** Suppose some connected component $A$ has positive measure. Since almost every point belongs to a component with no loops, $A$ must contain no loops. $A$ itself is not internal, but it is a union of internal sets: pick any $u \in A$; then $A = \bigcup_r B_r(u)$. In particular, some $B_r(u)$ must have positive measure; let $r$ be least such that $B_r(u)$ has positive measure. Since $B_r(u) \setminus B_{r-1}(u)$ is an internal set of positive measure, almost every $v$ satisfies $\#(B_r(u) \setminus B_{r-1}(u), v) = \infty$. In particular, we may pick two points $a_0, a_1 \in B_r(u)$ such that $a_i \iff v$. Further, we may assume $v/\in B_{r-1}(u)$. This means $a_0, a_1$ each have paths to $u$ not including $v$ or $a_{1-i}$, and therefore combining these paths with $v$ gives a loop in $A$, which is the desired contradiction. 

It follows from Lemma 5.2, 5.3, and Łoś’s Theorem that there are internal sets $A_1, \ldots, A_n$ such that the expansion $\mathcal{X} = (X, \iff, A_1, \ldots, A_n)$ satisfies $\varphi(P_1, \ldots, P_n)$.

**Definition 5.5.** If $\phi$ is a formula with a single free variable, we write $\mu(\phi)$ for $\mu(\{a \in X \mid \mathcal{X} \models \phi(a)\})$.

We say $tp(x)$ is wide if whenever $\phi \in tp(x)$, $\mu(\phi) > 0$. We say $x$ is central if for every $\phi \in tp(x)$, $\mu(\{a \mid a < x \land \mathcal{X} \models \phi(a)\}) > 0$ and $\mu(\{a \mid \exists a' < a \land \mathcal{X} \models \phi(a)\}) > 0$.

Clearly central elements have wide type.

**Lemma 5.6.** Almost every $x$ is central.

**Proof:** We show that for every $\epsilon$, the non-central elements are contained in a set of measure $\leq \epsilon$. Let $\phi_1, \ldots, \phi_n, \ldots$ be an enumeration of the formulas with exactly one free variable (and, ambiguously, the subsets of $\mathcal{X}$ they define). We will define $U = \bigcup U_i$ where $\mu(U_i) \leq 2^{-i}$. If $\mu(\phi_i) = 0$, set $U_i = \phi_i$. If $\mu(\phi_i) > 0$, define $U_i = \{x \mid \mu(\{a \mid a < x \land \mathcal{X} \models \phi_i(a)\}) < 2^{-(i+1)}\}$

$$\cup \{x \mid \mu(\{a \mid a < x \land \mathcal{X} \models \phi_i(a)\}) < 2^{-(i+1)}\}.$$

That is, $U_i$ is the “bottom” and “top” $2^{-(i+1)}$ of the set defined by $\phi_i$.

If $x$ is not central then there is some $\phi_i$ witnessing this, and by construction, we have included $x$ in $U_i \subseteq U$.

Now we argue as follows. Consider those $x$ such that $x$ and $x+1$ are both central, and such that the $\iff$-connected component of $x$ contains no loops; this is a set of measure 1, so we may take some $c$ with these properties.

**Lemma 5.7.** There are infinitely many $a$ with $tp(a) = tp(c + 1)$ and $c \iff a$. 
Proof: For any $\phi \in tp(c+1)$, since $c+1$ is central, $\mu(\{a \mid a < c+1 \land X \models \phi(a)\}) > 0$. Therefore, by choice of $X$, there are infinitely many $a$ such that $X \models \phi(a)$, $a < c$, and $c \Leftrightarrow a$; but this implies $c \Rightarrow a$. Since this holds for each $\phi$, saturation ensures that there are actually infinitely many $a$ with $tp(a) = tp(c+1)$ and $c \Rightarrow a$. \hfill $\Box$

Similarly,

**Lemma 5.8.** There are infinitely many $b$ with $tp(b) = tp(c)$ and $c + 1 \Rightarrow b$.

**Lemma 5.9.** There is a $d$ with $tp(d) = tp(c)$ not in the same $\Leftrightarrow$-connected component as $c$.

Proof: For every $r \mu(B_r(c)) = 0$, while for each $\phi \in tp(c)$, $\mu(\phi) > 0$, so $\mu(\phi \setminus B_r(c)) > 0$ as well. Since this holds for each $r$ and each $\phi \in tp(c)$, saturation implies that there is a $d$ with $tp(d) = tp(c)$ and $d' \in \bigcup_r B_r(c)$. \hfill $\Box$

Let $X'$ be the model identical to $X$ except that $c' \Rightarrow c + 1$. It is immediate that $X'$ is an ultraproduct of structures $X'_i$ almost all of which are not $s$, $t$-connected; hence, $X'/|= \varphi(P_1, \ldots, P_n)$. On the other hand, we claim $X$ is isomorphic to $X'$, which completes the reductio.

We define $\pi : X \to X'$ to be the identity outside the connected components of $c$ and $d$.

We define $\pi$ on the connected component of $c$ so $\pi(c) = c$ but the image does not include $c + 1$: let $A = \{a \mid tp(a) = tp(c + 1) \land c \Rightarrow a\}$, and we define $\pi''A = A \setminus \{c + 1\}$, which we can do since $A$ is infinite. Since the connected component of $c$ is a tree and the type of a point determines the type of its neighbors, we can define $\pi$ on the rest of the $\Leftrightarrow$-connected component of $c$.

On the connected component of $d$, we do the reverse: let $B = \{b \mid tp(b) = tp(c + 1) \land d \Rightarrow b\}$, and define $\pi''B = B \cup \{c + 1\}$. \hfill $\Box$
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